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Permafrost consists of ground materials that have remained at or below 0øC for two 
or more years, while seasonally frozen ground refers to ground that freezes and 
thaws annually. Permafrost and seasonally frozen ground parameters are difficult 
to measure directly from remote sensing data since they are related to subsurface 
phenomena. Until recently, relatively few studies had examined the potential of 
remote sensing techniques for mapping the spatial distribution of near-surface 
permafrost, the properties of the active layer (the uppermost portion of the ground 
that freezes and thaws on an annual basis), and seasonally frozen ground in non- 
permafrost regions. In addition, few studies had made use of satellite imagery to 
map features indicative of the presence of near-surface permafrost or of the occur- 
rence of permafrost degradation. Currently, high-resolution satellite images, such 
as those generated by sensors on board the IKONOS and QuickBird satellites, as 
well as declassified images generated by the CORONA spy satellite, are being used 
in conjunction with older aerial photographs to identify changes that have occurred 
in permafrost terrain in recent decades. Some of the most important advances in 
recent years have involved (1) the use of parameters related to permafrost condi- 
tions (including digital databases of topography and surface cover) to indirectly 
infer permafrost conditions over large areas by using remote-sensing classification 
algorithms and ground-truth data and (2) the development of active and passive 
microwave techniques to monitor near-surface soil freeze/thaw status at regional 
to continental scales. These recent advances, as well as potential areas of future 
development, are covered in this chapter. 

1. INTRODUCTION 

Permafrost, or perennially frozen ground, is soil or rock 
that has remained cryotic (at or below 0øC) for a minimum 
of 2 years [ACGR, 1988]. Climate is the dominant fac- 
tor influencing the continental distribution of permafrost, 
generally resulting in an increase in permafrost occurrence 
with increasing latitude. At more local scales, particularly 
within the discontinuous permafrost zone, the distribution of 
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permafrost is strongly influenced by factors that affect local 
microclimate and surface energy balance, such as slope, 
aspect, local hydrology, vegetation cover, geology, and snow 
cover [e.g., Mackay, 1970; Smith, 1975; Goodrich, 1982]. 
Permafrost may vary in thickness from a few centimeters 
to several hundred meters. 

Seasonally frozen ground refers to ground that freezes and 
thaws annually [ACGR, 1988]. Seasonally frozen ground 
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includes the active layer in permafrost regions and the sea- 
sonally frozen layer in non-permafrost regions; the active 
layer is the layer of ground in areas undedain by permafrost 
that is subject to annual freezing and thawing. The depth 
(or thickness) of the active layer varies as a function of air 
and soil temperatures, soil texture, soil moisture content, 
soil thermal properties, soil ice content, vegetation, site 
topography, and microclimate. The active layer may have a 
lower limit that extends slightly below the permafrost table if 
impurities within the upper permafrost allow annual thawing 
and refreezing under cryotic conditions. The active layer may 
also have a lower limit situated above that of the permafrost 
table should a residual thaw layer between the permafrost 
and the active layer exist [ACGR, 1988]. Thus, it is important 
to note that "depth to permafrost" is not always a synonym 
for active layer thickness [French, 1996]. The active layer 
generally ranges in thickness from about 15 cm or more in 
the zone of continuous permafrost to 3 m and more in moun- 
tainous regions of discontinuous permafrost zones. 

The thermal regime of permafrost, and therefore its ice 
content, its strength, and its landforms, are affected by both 
natural ecological processes, such as vegetation and snow cover 
changes, forest fires, surface erosion and soil accretion (e.g., in 
peatlands and by windborne sedimentation), and human activi- 
ties (e.g., clearance of vegetation and borrow pits). Permafrost is 
also very sensitive to climatic variations, on both short (several 
years) and long timescales [e.g., Burn, 1992, 1994], largely 
because conduction is the dominant mechanism for heat trans- 

fer through the various mixes of earth materials and ice. The 
depth of the active layer, the thermal profile, the thickness of 
permafrost, and topography all change simultaneously with 
local and regional climate changes. Due to the complexity 
of the exchange system at the surface-atmosphere interface, 
the factors controlling heat flux to and from the subarctic and 
arctic permafrost are poorly understood, although the physical 
processes involved and their mathematical solutions are well 
known [Williams and Smith, 1989]. 

Knowledge of the spatial distribution of permafrost con- 
ditions is necessary for both economic and environmental 
reasons. From a resource management perspective, the spatial 
distribution of permafrost must be understood in order to assess 
the sensitivity of specific regions to environmental changes, 
both anthropogenic and natural. The evolution of ground ther- 
mal conditions that can accompany climate and microclimate 
change can result in aggradation or, often more adversely, 
the degradation of permafrost [e.g., French, 1975; Burn and 
Smith, 1990]. Only by identifying especially sensitive perma- 
frost regions can informed decisions be made for the manage- 
ment and use of northern regions by government and industry. 
Permafrost conditions strongly determine the suitability of land 
for development. Because of the typically confounding effects 

of permafrost on engineering projects, baseline information 
regarding the presence or absence of permafrost, the active- 
layer thickness, and permafrost ice content must be collected to 
adequately assess the appropriateness of a prospective location 
for the construction of structures and roads [Hall and Martinec, 
1985]. Beyond this minimum knowledge, more detailed infor- 
mation concerning the local hydrology, vegetation characteris- 
tics, distribution of frost-susceptible materials, and the likely 
behavior of local materials to thaw must also be acquired as 
necessary background information for engineering projects. 

Data revealing the spatial distribution of near-surface per- 
mafrost conditions are also important because of the major 
influence of permafrost on northern hydrological processes. 
For example, freezing reduces the hydraulic conductivity of 
soil, leading to either more runoff due to decreased infiltra- 
tion or higher soil moisture content due to restricted drainage 
[Williams and Smith, 1989]. Changes in active-layer thick- 
ness and in permafrost continuity impact surface runoff, 
directly affecting groundwater storage and river discharge 
[Kane, 1997]. Permafrost limits subsurface water storage 
and infiltration, resulting in wet soils and standing surface 
water. Thickening of the active layer and thawing of ice-rich 
permafrost enhance the development of thaw lakes, in turn 
influencing the thermal regime of permafrost [Ling and 
Zhang, 2003, 2004]. 

The creation of regional databases of permafrost informa- 
tion would be useful for the development and management of 
northern areas. Remote sensing techniques have the potential 
to provide a valuable and cost-effective means for mapping 
and monitoring near-surface permafrost conditions as well as 
seasonally frozen ground [see Zhang et al., 2004]. However, 
of all cryospheric parameters (i.e., snow, glaciers/ice caps/ice 
sheets, sea ice, and lake and river ice), frozen ground, par- 
ticularly permafrost, is the most difficult to map and monitor 
through the use of remote sensing imagery since it is a sub- 
surface phenomenon. 

The success achieved to date, the current limitations, and 
the future prospects for remote sensing of frozen ground are 
described in this chapten The following section provides some 
background on the geographical distribution of permafrost 
and the factors controlling its distribution. Features indicative 
of permafrost presence and degradation are also reviewed. 
Later sections review progress in mapping permafrost extent 
and active layer depth and in monitoring seasonally frozen 
ground. The chapter concludes with a discussion of areas for 
future research. 

2. BACKGROUND 

Permafrost may be found where mean annual air tempera- 
tures (MAAT) are at or below 0øC. It is generally continuous 



where MAAT are below-7øC. In addition, its extent and 
thickness are affected by ground moisture content, surface 
and ground water presence and movement, vegetation cover, 
winter snow depth, and terrain aspect (i.e., slope orienta- 
tion). The global extent of permafrost is still not completely 
known, but it occupies about 24% of the terrestrial surface 
of the Northern Hemisphere [Brown et al., 1997; Zhang et 
al., 1999]. Thicknesses exceed 600 m along the Arctic coasts 
of northeastern Siberia and Alaska [e.g., Lachenbruch et al., 
1982]; toward its margins, however, permafrost becomes 
thinner and horizontally discontinuous. The marginal zones 
are more immediately subject to any thawing caused by cli- 
mate warming. Some extant permafrost was formed during 
previous colder conditions and is therefore relic [Mackay et 
al., 1972]. However, permafrost may form under present- 
day polar climates where glaciers retreat or land emergence 
exposes unfrozen ground. Washburn [1973] concluded that 
most continuous permafrost is in balance with the present 
climate at its upper surface, but changes at its base depend 
on the present climate and geothermal heat flow. In contrast, 
discontinuous permafrost is already unstable and most of it 
is in such delicate equilibrium that the slightest climatic or 
surface change will have drastically disequilibrating effects 
[e.g., Anisimov and Nelson, 1997]. 

In the presence of permafrost, mass exchange between 
land and atmosphere in the cold period of the year is negli- 
gibly small. In summer, this exchange is limited to the water 
and gas fluxes between the atmosphere and the relatively 
shallow near-surface layer of seasonal thaw: the active layer. 
The deeper the active layer, the larger its storage capacity and 
the amount of substance potentially available for exchange 
with the atmosphere. Frozen ground plays a significant role 
in the terrestrial portion of the hydrological cycle because 
it restricts moisture exchanges between surface water and 
deep ground water [Prowse and Ommanney, 1990]. The 
occurrence of frozen ground and permafrost is, therefore, 
an important factor controlling drainage and the areal and 
spatial distributions of wetlands [Rouse et al., 1997]. To 
northern hydrologists, knowledge of the spatial distribution 
of permafrost and the seasonal evolution of the active layer 
is crucial for gaining a better understanding of the hydrologi- 
cal cycle of the Arctic and for generating improvements to 
hydrological models. 

2.1. Geographical Distribution of Permafrost and 
Environmental Controls 

Roughly 25% of the continents (nearly 50% of Canada 
and 80% of Alaska) are underlain by permafrost [Williams 
and Smith, 1989], precluding extensive ground surveys of 
permafrost conditions because of expense, logistical dif- 
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ficulties, short field seasons, and time constraints [Ferrians 
and Hobson, 1973; Morrissey, 1983]. As shown in Plate 1 
[Zhang et al., 1999], four small-scale permafrost zones have 
been delineated in the Northern Hemisphere [Brown et al., 
1997; Heginbottom, 2002]: (1) zone of continuous perma- 
frost (>90% of area is underlain by permafrost); (2) zone 
of discontinuous permafrost (50-90% of area is underlain 
by permafrost); (3) zone of sporadic permafrost (10-50% 
of area is underlain by permafrost); and (4) zone of isolated 
patches of permafrost (< 10% of area is underlain by perma- 
frost). In areas of continuous permafrost, frozen ground is 
present at all localities except for localized thaw zones, or 
taliks, existing beneath lakes, river channels, and other large 
water bodies that do not freeze to their bottoms in winter 

[e.g., Mackay, 1985]. In discontinuous permafrost regions, 
bodies of frozen ground are separated by areas of unfro- 
zen ground. At the southern limit of this zone, permafrost 
becomes restricted to isolated "islands" occurring beneath 
peaty organic sediments [e.g., Brown, 1967]. 

The long-term average maximum extent of seasonally 
frozen ground is about 54.39 x 106 km 2, or 57.1% of the 
exposed land areas in the Northern Hemisphere [Zhang et al., 
2003a] (Plate 2). Essentially, all climatic and environmental 
factors controlling permafrost conditions and freezing/thaw- 
ing processes of the active layer have a similar impact on 
seasonally frozen ground. 

Although cold climate and deep-freezing air tempera- 
tures for long periods of the year are hallmarks of perma- 
frost existence, permafrost is nonetheless nonhomogeneous 
and its characteristics are very variable across a landscape 
due to geological, ecological, and regional climatic factors. 
Essentially, five factors determine the presence of permafrost 
[Ferrians and Hobson, 1973]: (1) climatic factors (mean 
annual temperature at the bottom of the active layer is below 
0øC); (2) geological factors (the character of soil and rock 
materials); (3) hydrological factors (amount of soil moisture 
available and the rate of freezing determine the amount of 
ice in permafrost); (4) topographic factors (altitude, slope, 
and aspect influence the amount of solar radiation received 
by the ground); and (5) biological factors (vegetation acts as 
a ground insulator, and its disturbance can cause permafrost 
to thaw). 

Local factors (i.e., vegetation cover, snow cover distribution 
and thickness, topography, and soil moisture conditions) com- 
monly override the influence of larger-scale macroclimatic 
factors (i.e., air temperature and precipitation) on ground 
thermal conditions [e.g., Brown, 1967]. Therefore, in the dis- 
continuous zone, the detection of permafrost from surface 
indicators assumes that a good relationship has been estab- 
lished between the indicator and the presence or absence of 
permafrost. This is also true for the mapping of active-layer 
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Plate 1. Permafrost distribution in the Northern Hemisphere, based on the NSIDC EASE-grid version of the Interna- 
tional Permafrost Association Circum-Arctic Map of Permafrost and Ground-Ice Conditions (from Zhang et al. [1999]; 
reproduced with the kind permission of Bellwether Publishing). 
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Plate 2. Distribution of permafrost, average maximum extent of seasonally and intermittently frozen ground (1950- 
1996), and average maximum snow cover extent (solid line, 1972-1995) in the Northern Hemisphere (from Zhang et 
al. [2003a]; reproduced with the kind permission of the International Permafrost Association). 
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thickness in both discontinuous and continuous permafrost 
zones. 

Luthin and Guyman [1974] visualized boundary-layer 
interactions in terms of a complex buffer layer interposed 
between atmosphere and ground (Figure 1). Atmospheric 
mass and energy flows, together with geothermal heat flux, 
constitute the boundary conditions; the vegetation canopy, 
snow cover (when present), and surface organic layer act 
as buffers between atmosphere and ground [Smith, 1993]. 
Clearly, the presence of the buffer layer makes the direct 
mapping of permafrost and its ground thermal regime from 
satellite remote sensing alone a significant, if not insurmount- 
able challenge. However, information obtainable from satellite 
sensors (e.g., vegetation canopy, snow cover, and topogra- 
phy) provides an indirect means of mapping the presence or 
absence of permafrost and the thickness of the active layer 
from space. 

2.1.1. Vegetation cover. Vegetation cover (or canopy) is 
one of the best indicators of the spatial distribution of per- 
mafrost conditions within the upper 2 m of ground. This is 
because near-surface permafrost commonly acts as a cold 
and impervious ground mass that maintains low summer 
ground temperatures through which roots and water can- 

Buffer layer 

Atmosphere 

Vegetation canopy 

I Snow cover I 

Organic layer 

Mineral soil 

Geothermal regime 

Figure 1. Model of climate-permafrost relationship (from Luthin 
and Guymon [1974]). 

not penetrate. The predominance of certain tree and shrub 
species in an area underlain by discontinuous permafrost 
can be strong indicators of the presence of permafrost and 
the relative thickness of the active layer. For example, shal- 
low-rooted, generally coniferous species such as tamarack 
and white and black spruce tend to be dominant in subarctic 
permafrost localities characterized by relatively thin active 
layers; as the active layer thickness diminishes, these species 
tend to become increasingly scattered and shorter [Mallard, 
1960; Tarnacai and Thie, 1974; Morrissey, 1983; Morrissey 
et al., 1986; Leverington, 1995]. 

Deep-rooted, generally broad-leafed tree species such as 
poplar, white birch, and aspen tend to be found in localities 
characterized by relatively thicker active layers, and trees 
grow taller and become more densely spaced with increasing 
active-layer thickness [Mallard, 1960; Tarnacai and Thie, 
1974; Morrissey, 1983; Morrissey et al., 1986]. Pure dense 
willow stands tend to grow in areas unfrozen to even greater 
depths and are commonly indicative of water-saturated soils 
[Mallard, 1960; Schreier and Selby, 1981]. 

Exceptions to the tree-species generalizations given above 
are not uncommon. For example, birch trees can sometimes be 
found in isolated small groups within localities characterized 
by thin active layers and otherwise dominated by shallow- 
rooted tree species. Forest fires can introduce boundaries in 
vegetation that may, with time, not accurately reflect differ- 
ences in the active layer of the affected locality. Moreover, the 
presence of specific tree species may correspond to different 
ground conditions, depending on regional climate. As an 
extreme example, a spruce stand located at a particular high- 
latitude locale may be suggestive of permafrost conditions 
and a shallow active layer, whereas the presence of a similar 
spruce stand located at low-elevation midlatitudes is clearly 
meaningless with regard to permafrost conditions. Thus, the 
predominance of specific tree species by itself should never 
be used as an indicator of permafrost conditions. 

Layers of surface organic material such as peat can have 
seasonally dependent ground-insulating abilities. They are 
poor conductors of energy in their drier summer states, 
and better conductors in their moister or frozen autumn 

and winter states [Williams and Smith, 1989; Williams and 
Burn, 1996]. Whereas sphagnum, lichen, and peat are good 
ground insulators and tend to be associated with thin active 
layers in regions both with and without forest cover [e.g., 
Leverington, 1995; Williams and Burn, 1996], feather mosses 
and marsh sedges have been found to be much less protective 
of permafrost. 

2.1.2. Topography. The important topographic factors that 
control permafrost conditions are elevation, slope and aspect 
(i.e., orientation of the slope). Permafrost conditions and 



climate vary with changes in elevation. At high elevations, 
permafrost can exist at latitudes where it does not normally 
occur. Noteworthy, however, are the formation of strong 
air temperature inversions during the winter in highlands 
and low mountain regions (typically in the elevation range 
between several hundreds and several thousands of meters). 
These temperature inversions may have a strong effect on 
the spatial heterogeneity of mean annual air temperatures 
and can be responsible for a reduced spatial distribution or 
even complete absence of permafrost within some specific 
elevation belts in such regions. 

Slope and aspect strongly affect permafrost distribution, 
since they both influence the amount of solar radiation 
received by the ground. In the discontinuous permafrost 
zone, for example, south-facing slopes are sometimes free 
of permafrost, whereas north-facing slopes are underlain by 
it [Ferrians and Hobson, 1973]. Also, everything else being 
equal, the permafrost would be thicker and colder (and active 
layer thinner) under north-facing slopes than under south- 
facing slopes in the continuous permafrost zone. 

2.1.3. Geology. Different ground materials have different 
thermal conductivities, porosities, and permeabilities. Thus, 
geology can be an important factor in the distribution of 
permafrost. A dry coarse-grained sediment bed, for example, 
has a greater thermal conductivity than a dry fine-grained 
sediment bed. High ground thermal conductivities can allow 
for relatively thick active layers and support greater annual 
ground temperature amplitudes at greater depths [Goodrich, 
1982]. The porosity and permeability of ground materials, 
which influence the ability of the ground to contain and 
conduct air and moisture, are also important with regard to 
permafrost conditions. These factors are strong determinants 
of the nature of ground ice, influencing, for example, ice 
injection and segregation processes [Williams and Smith, 
1989]. 

2.1.4. Hydrology. Because water has a high specific heat, 
4,186 J kg -• øC-• (at 25øC and 1 atm), local hydrological 
factors such as soil moisture content and proximity to water 
bodies can greatly affect ground thermal regimes. Water 
at the ground surface can affect surface temperatures by 
transferring latent or sensible heat to or from the atmosphere 
through boundary-layer convective processes. Furthermore, 
water at or below the ground surface can interact thermody- 
namically with ground materials, behaving as a significant 
energy source or sink. Thus, lakes and rivers strongly influ- 
ence ground thermal conditions and can cause the formation 
of discrete unfrozen zones in permafrost regions (taliks) 
[e.g., Mackay, 1985]. Streams of water that can course 
through or over ground materials for extended periods of 
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time can be effective in maintaining unfrozen ground condi- 
tions. Finally, when soil water freezes, latent heat is released 
into surrounding ground materials. Similarly, when ground 
ice melts, latent heat is absorbed from surrounding ground 
materials. The significant amount of energy involved in the 
solid-liquid phase changes of water, along with the increased 
ground conductivity that accompanies the freezing of water, 
strongly influences the rate at which surface temperature 
waves penetrate the ground and therefore the maximum 
thickness of the active layer. 

2.1.5. Snow cover. Snow cover, because of its low thermal 
conductivity, insulates ground surfaces against cold winter 
temperatures. Meanwhile, because of its absence in summer 
months, warmer temperatures are permitted to influence the 
ground thermal regime unhindered. The net effect is that 
increasing amounts of snow on the ground (i.e., snow depth) 
can increase permafrost temperature and decrease perma- 
frost thicknesses [Zhang e! al., 1997]; snowfall can therefore 
strongly influence the distribution of permafrost, particularly 
in the discontinuous zones [Smith, 1975; Goodrich, 1982]. 
The distribution of permafrost in some areas is also closely 
related to the accumulation of seasonal snow cover. Lack of 

thermal insulation of the ground by snow cover has a first- 
order effect on the presence of permafrost. At this time, no 
easily applied and accurate algorithms of snow depth have 
been developed for use with remotely sensed data. Fortu- 
nately, both vegetation and topography strongly influence 
snow parameters such as drift thicknesses and distributions 
[Smith, 1975]. Thus, although snow depth cannot be deter- 
mined with remote sensing with much confidence at present, 
it can be assumed to be at least indirectly involved in any 
statistical relationships (or permafrost models) that consider 
vegetation and topography. 

2.2. Permafrost-Related Features 

Typical permafrost and periglacial (environments where 
frost action dominates) features include frost mounds, earth 
hummocks, ice wedges, sorted circles, thermokarst features, 
and features produced by gelifluction. Frost mounds are 
mound-shaped landforms produced in a variety of ways by 
the combined processes of ground freezing and groundwater 
movement [ACGR, 1988]. Although large frost mounds such 
as pingos [Mackay, 1977, 1990] are greater than 10 m in 
height and 100 m in horizontal dimension, frost mounds can 
be as small as several meters across. Earth hummocks are 

hummocks that have a core of silty and clayey mineral soil 
and show evidence of cryoturbation [Mackay, 1980; ACGR, 
1988]. These features are believed to form only in permafrost 
regions; individual earth hummocks are typically 50 to 150 
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cm across, and often occur in dense clusters. Ice wedges are 
formed mainly in zones of continuous permafrost through 
the combined and repeated processes of thermal contraction- 
caused cracking and the penetration of surface water into 
these cracks by water flow and by the formation of hoar frost 
[Mackay, 1974; Burn, 1990]. Ice wedges can be about 10 cm 
to 3 m or more in width at the surface, tapering to zero width 
at a depth of 1-20 m. Ice wedges, and their sand wedge coun- 
terparts [Mutton and French, 1993], are typically expressed 
at the surface in planar view as a network of polygons. Sorted 
circles are tightly spaced circular domains of fine-grained 
materials surrounded by gravel ridges and are formed by 
freeze-thaw action [Kessler and Werner, 2003]. The circular 
domains are typically about 2-4 m across, and the gravel 
ridges are about 20 cm high [Hallet, 1990]. Nonsorted circles 
are also very typical surficial features in the Arctic [Walker 
et al., 2004]. Thermokarst features such as thaw lakes [Burn 
and Smith, 1990], active layer detachment slides, and retro- 
gressive thaw slumps [e.g., Burn and Friele, 1989] are caused 
by changes in ground thermal regimes that result in ice thaw 
and ground subsidence. Gelifluction features are formed by 
downslope creep of frozen ground; individual lobes can be 
up to tens of meters wide and hundreds of meters long. Table 
1 provides a list of surface indicators of permafrost com- 

monly found in the discontinuous and continuous permafrost 
zones, including the features described above. 

3. MAPPING OF PERMAFROST 

WITH REMOTE SENSING 

Climatic models of permafrost distribution [Anisimov and 
Nelson, 1997; Stendel and Christensen, 2002] tend to ignore 
local influences of microclimate such as topography and veg- 
etation cover, and are thus only applicable at small scales. The 
remote sensing of northern terrain, meanwhile, can potentially 
provide rapidly accessible and accurate high-resolution perma- 
frost information over broad areas in short periods of time. In 
the case of satellite and airborne imagery, remote sensing can 
provide relevant georeferenced data in an easily updatable and 
manipulatable digital format. Remote sensing is less expensive 
than complete ground surveys and can provide additional 
environmental information beyond that directly related to 
permafrost distribution [Tarnocai and Thie, 1974]. 

Although earth resources satellite data from Landsat have 
been available since 1972, relatively few investigations have 
been conducted to evaluate the potential of remotely sensed 
data for permafrost studies compared with the number of 
studies of other cryospheric parameters such as snow cover, 

Table 1. Surface Indicators of Permafrost Commonly Found in the Discontinuous and Continuous Zones. 

Discontinuous permafrost zone Continuous permafrost zone 

Beaded drainage 
(i.e., thermokarst along a stream) 

Frost mounds 

Palsas 

Open-system pingos 

Seasonal frost mounds 

(may also form in areas of deep seasonal frost) 

Peat plateaus 

Thermokarst 

Active layer detachment slides 
Retrogressive thaw slumps 
Thermo-erosion 

Lakes and ponds (sometimes oriented) 

Thermal contraction cracks 

(active or inactive--note that cracks can form in seasonally 
frozen ground; i.e., these features can be found in areas without 
permafrost) 

Alpine environments 
Rock glaciers 
Ice-cored moraines 

Beaded drainage 
(present but not as common) 

Frost mounds 

Palsas 

Closed-system pingos 

River icings and mounds adjacent to pingos 

Peat plateaus 

Thermokarst 

Active layer detachment slides 
Retrogressive thaw slumps 
Thermo-erosion 

Lakes and ponds (sometimes oriented) 

Thermal contraction cracks 

(generally active ice wedges and ice-wedge polygons) 

Alpine environments 
Rock glaciers 
Ice-cored moraines 

Many temperature controls (vegetation, snow cover, lithology, etc.) Relatively few controls (mainly water bodies that promote taliks 
and snow distribution and cover) 



glaciers and ice sheets, and sea ice. This is because the numer- 
ous processes related to permafrost conditions are not to date 
detectable from satellite imagery. Because permafrost and 
the active layer are subsurface phenomena, they cannot be 
directly photographed or imaged with airborne or satellite- 
based sensors. 

In the interpretation of remotely sensed data, the surface 
depth to which the electromagnetic energy responds is, in 
reference to target parameters, a function of the surface char- 
acteristics. These include the composition of the surface layer 
and its corresponding moisture content, as well as the presence 
or absence of vegetative cover. In addition, the sensor con- 
figurations related to frequency, polarization, and incidence 
angle are important in determining penetration depth or depth 
of sensitivity. In general, however, earth observation sensors 
respond to only the top few millimeters (visible and infrared 
wavelengths) or centimeters (microwave wavelengths) of the 
surface. Consequently, since permafrost is usually located 
below an active layer ranging in depth from 15 cm to 5 m 
thick, most remote sensing studies to date have used surface 
indicators for identifying the presence and spatial distribution 
of permafrost. Inferences regarding the presence of permafrost 
can be made from indicators such as periglacial phenomena, 
vegetation cover, and snow cover. 

Aerial photographs remain very valuable tools in perma- 
frost research [e.g., Mollard and Janes, 1984; Mollard, 1986]. 
However, in the next subsections we emphasize the use of 
digital remote sensing and do not discuss the use of air photo- 
graphs in permafrost mapping. A number of studies have been 
published describing the use of optical and microwave (active 
and passive) sensors for mapping permafrost terrain and near- 
surface soil freeze/thaw status. Still, the number and range of 
research initiatives regarding this remote-sensing application 
remain somewhat limited. 

3.1. Permafrost-Related Features 

Annual freezing and thawing of the active layer causes 
frost heaving, slumping, surface collapse, drainage imped- 
ance, cryoturbations, and periglacial features such as palsas, 
pingos, rock glaciers, thaw lakes, and ice-wedge polygons. 
As discussed earlier, these features indicate the presence of 
subsurface permafrost and are often detectable in aerial pho- 
tographs and high-resolution satellite imagery obtained at 
visible to infrared wavelengths. Early efforts in permafrost 
mapping and characterization used Landsat Multi-Spectral 
Scanner (MSS) imagery [e.g., Tarnocai and Thie, 1974]. The 
spatial and spectral resolution of MSS (about 80 m and four 
spectral bands), coupled with limitations in digital image 
processing techniques, resulted in unsatisfactory digital per- 
mafrost maps (northern Manitoba and Northwest Territories, 
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Canada). Nevertheless, the qualitative (visual) detection of 
large permafrost-related landscape features such as peat 
plateaus was found to be easily performed by using Landsat 
MSS data [Tarnocai and Thie, 1974]. 

Less favorable results have been reported in relation to the 
use of synthetic aperture radar (SAR) for permafrost features. 
Granberg et al. [1994] reported that permafrost features such 
as active and collapsed palsas, peat plateaus, and frost boils do 
not generate strong backscatter signals and therefore are not 
easily mapped with SAR, unless SAR images are combined 
with other image data. A multitemporal SAR or multispectral 
approach was suggested. 

Dean and Morrissey [1988] confirmed that multispectral 
data were significantly better than radar data alone for detec- 
tion and recognition of arctic landforms in northern Alaska. In 
their study, landforms observed on remotely sensed data were 
compared against baseline geomorphic maps. The identifica- 
tion of a number of landforms was investigated (thaw lakes, 
submerged margins of lakes, floodplains, polygonal ground, 
pingos, drainages, dunes, and escarpments); also, the scale 
required to detect that lakes was examined by sensor type. 
Both visible-infrared (VIR) and satellite/airborne SAR data 
were used in this study. In reference to the VIR data, the sensor 
with the highest spatial resolution (simulated SPOT or Syst•me 
Probatoire d'Observation de la Terre; 18.5 m pixels) produced 
the best results. Most of the landscape features were observed 
on the simulated SPOT image. However, polygonal ground 
was the most difficult to distinguish; only very large patterns 
could be observed. In exploring the detection of landforms 
with use of radar data, Dean and Morrissey [1988] reported 
that with shallow incidence angles (80 ø ) most of the larger 
landforms such as thaw lakes, drained lake beds, and large 
dunes could be detected. Small permafrost features such as 
pingos could also be detected but could not be distinguished 
from other surface relief features in the surrounding terrain. 
Seasat (L-band or 23.5 cm; nominal range resolution of 25 
m; acquired July 19, 1978) with its high incidence angle (80 ø) 
was only marginally capable of detecting large thaw lakes 
due to speckle, but drained lakes and ponds were clearly 
evident. The authors concluded that, in general, radar with 
low incidence angles revealed subtle surface undulations but 
the undulations were difficult to associate with a landform. 

In addressing scale requirements, Dean and Morrissey [1988] 
discovered that recognizable thaw lakes had to be approxi- 
mately three times larger than the resolution of the VIR data 
and six times larger than the resolution of the Seasat data. 

The lack of availability of high-resolution imagery (spatial 
resolution at or finer than 10 m) from civilian satellite mis- 
sions during much of 1970s and 1980s, and the high cost of 
such images when they became available in the mid-1980s 
(e.g., SPOT-l), provide the most probable explanation for the 
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paucity of research papers published on the use of remote 
sensing to map permafrost-related features over this period. 

Lewkowicz and Duguay [1999] investigated the potential use 
of SPOT 10-m panchromatic imagery to detect and identify 
features indicative of permafrost for 16 sites on Ellesmere 
Island, Northwest Territories, Canada. A SPOT satellite 
image acquired in early summer (June 21, 1990) was digi- 
tally enhanced by histogram stretching and compared with 
field observations and aerial photographs for localities in the 
northern and central regions of the Fosheim Peninsula. The 
investigation showed that in this area SPOT imagery could be 
used to detect the following features: (1) large, well-developed, 
high-centered ice-wedge polygons (diameters of 30-60 m) 
and large, low-centered polygons containing shallow ponds; 
(2) anthropogenically induced thermokarst 40 years after 
the original terrain disturbance (e.g., old airport runway); (3) 
recent active-layer detachment slides >500 m long; and (4) 
active retrogressive thaw slumps where they had previously 
been known to be present. The authors concluded that the 10- 
m pixel size of SPOT generally led to an underestimation of 
polygonized terrain in the study area, compared with results 
from the interpretation of aerial photographs. 

The availability of high-resolution satellite images from 
new sensors such as IKONOS (four VIR channels at 4 m; one 
panchromatic channel at 1 m) and QuickBird (four VIR chan- 

nels at 2.44 m; one panchromatic channel at 61 cm), as well 
as relatively inexpensive declassified photographs/images 
(<USS100 per frame) from earlier satellite missions such 
as CORONA, the KH-7 Surveillance System and the KH-9 
Mapping System, available from the United States Geological 
Survey (USGS) EROS Data Center, may revive interest in 
the application of remote sensing to map permafrost-related 
(geomorphic) features at the local scale. CORONA satellite 
photography consists of approximately 880,000 photographs 
that were taken between 1959 and 1972, whereas the photo- 
graphic images collected by the KH-7 Surveillance System 
and the KH-9 Mapping System--approximately 50,000 
images--were taken from 1963 to 1980. 

Yoshikawa and Hinzman [2003] used historical aerial 
photographs (1950 and 1981) and IKONOS imagery (2000) 
to map changes in the areal extent ofthermokarst ponds in an 
area of discontinuous permafrost near Council, Alaska. Their 
analysis revealed that many ponds have undergone recent 
dramatic decreases in their areal extent (Figure 2). The loss 
in surface water has been associated with internal drainage 
due to the initiation of large taliks that completely penetrated 
the permafrost, causing ponds to shrink under recent cli- 
matic conditions [Yoshikawa and Hinzman, 2003]. In another 
investigation, Smith et al. [2005] compared satellite imagery 
acquired across two large tracts of western Siberia in the 
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Figure 2. Numerous tundra ponds near Council, Alaska (64051 ' N, 163042 ' W) have decreased in surface area over the 
last 50 years. A probable mechanism for these shrinking ponds is internal drainage through the degradation of shallow 
permafrost. Images courtesy of L. Hinzman. 



early 1970s with recent satellite data (1997-2004), to inven- 
tory and track dynamic changes of large lakes after three 
decades of rising soil and air temperatures in the region. As 
shown in Plate 3, this analysis has revealed a widespread 
decline in lake abundance and area in the discontinuous, 
sporadic, and isolated permafrost zones, despite slight pre- 
cipitation increases. It also demonstrates a net increase in 
lake area and in the number of lakes exceeding 40 ha in the 
continuous permafrost zone. 

Recently, Grosse et al. [2005] evaluated the potential of 
declassified CORONA images (1967 and 1972) to distinguish 
and map periglacial features in northeast Siberia. Using a 
mosaic of CORONA panchromatic images taken over the 
Bykovsky Peninsula and adjacent Khorogor Valley, the 
authors were able to map thermo-erosional valleys, depres- 
sions, thermokarst lakes, thermo-erosional cirques, thermo- 
karst lagoons, and pingos (Figure 3). A logical next step in 
this study would be to examine the evolution of the features 
mapped with CORONA with a similar exercise using recent 
IKONOS or QuickBird panchromatic images. 

Incidentally, coincident with the increasing use of high- 
resolution optical data for identifying terrestrial permafrost 
features, the recent availability of high-resolution images 
(up to -1 m per pixel) over widely distributed areas of Mars 
has allowed remote sensing techniques to be used in the 
identification of probable permafrost features such as local- 
scale polygonal networks and hummocky terrain [e.g., 
Siebert and Kargel, 2001; Leverington, 2003]. In combina- 
tion with gamma-ray spectrometer data used to identify 
Martian regions where the near-surface layers are likely to 
be underlain by water ice [Boynton et al., 2002], investiga- 
tions utilizing high-resolution optical imagery have led to 
substantial improvements in our understanding of probable 
past and present permafrost processes operating at and near 
the surface of Mars. 

In addition to the progress made in mapping terrestrial 
permafrost-related features with high-resolution panchromatic 
and multispectral satellite images, new developments have also 
taken place in the use of SAR to map surface deformation. 
Some studies have demonstrated the potential of differential 
SAR interferometry (D-InSAR) to estimate the surface veloc- 
ity of rock glaciers [e.g., Kenyi and Kaufmann, 2001; Strozzi 
et al., 2004] as well as frost-heaving of the active layer [e.g., 
Wang and Li, 1999]. 

Using ERS-1/2 single-look complex (SLC) image data sets 
acquired over the Hohe Tauern range in Austria, Kenyi and 
Kaufmann [2001] estimated an average deformation rate of 
-7.7 mm/35 days in the radar line of sight for a small, active 
rock glacier. Typical of dry and cold mountain regions, rock 
glaciers are lobate, or tongue-shaped, bodies of frozen debris 
with interstitial ice and ice lenses, that move downslope or 
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Figure 3. Geomorphological features identified from the CORONA 
images: (A) partially drained thermokarst depression due to coastal 
erosion with lake remnants and pingo; (B) gullies discharging from 
an upland surface and human-induced vehicle tracks; (C) large thaw 
slumps along the east shore of the Bykovsky Peninsula; (D) thermo- 
karst lake with subsidence features on an upland plain; (E) lagoon in an 
early stage formed by coastal erosion and the drainage ofa thermokarst 
lake (Ivashkina lagoon); (F) pingos and partially drained, low-centered 
ice-wedge polygon terrain (from Grosse et al. [2005]; reproduced with 
the kind permission of John Wiley & Sons, Inc.). 

downvalley by deformation of the ice contained within them 
[French, 1996]. Kenyi and Kaufmann [2001] found that the 
spatial distribution of the rock glacier surface deformation 
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Plate 3. (a) Geographic coverage of western Siberian lake inventories, current permafrost distribution, and recently 
vanished large lakes. Total lake abundance and inundation area have declined since 1973 (b), including permanent 
drainage and revegetation of former lakebeds (c). Net increases in lake abundance and area have occurred in continuous 
permafrost (d), suggesting an initial but transitory increase in surface ponding in response to rising air and permafrost 
temperatures in the region (from Smith et al. [2005]; reproduced with the kind permission of the American Association 
for the Advancement of Science). 
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derived from the D-InSAR data corroborated with results 

generated from photogrammetric and geodetic measurements. 
Strozzi et al. [2004] drew similar conclusions regarding the 
potential of D-InSAR for detecting and quantifying surface 
deformation of rock glaciers. They also found that D-InSAR 
provided a good estimate of deformation rates in their study 
of four active rock glacier systems in the Swiss Alps. 

Wang and Li [1999] report they were able to use D-InSAR 
successfully to detect winter frost-heaving of the active layer 
in a study area in the foothills of the Brooks Range, Alaska. 
From the deformation pattern derived from analysis of a pair 
of ERS-1 images acquired in August and October 1995, they 
estimated a maximum differential uplift of about 3 cm. 

3.2. Permafrost Extent and Active Layer Thickness 

Improvements in the spatial and spectral resolution of satel- 
lite imagery have resulted in the development of procedures 
for its use in near-surface active-layer and permafrost map- 
ping. For example, Morrissey et al. [1986] prepared maps 
of near-surface permafrost conditions in a 106 km 2 area in 
Alaska, using various combinations of three variables as input 
to logistic discriminant functions: equivalent latitude (a mea- 
sure derived from actual latitude as well as surface slope), a 
Landsat Thematic Mapper (TM)-derived vegetation map, and 
TM thermal Band 6. Terrain was mapped into three categories 
(frozen, discontinuously frozen, and unfrozen) and compared 
with a permafrost map prepared by using terrain analysis and 
ground temperatures. The highest classification accuracy 
(78%) was obtained when using the TM thermal data and 
the TM-derived vegetation classification. An accuracy of 
75.5% was obtained with equivalent latitude method (potential 
insolation index) and a TM vegetation classification. Lower 
accuracies ranging between 62% and 70% were achieved with 
each of the three input variables alone. 

Using SPOT multispectral (HRV) and digital terrain data, 
and an evidential reasoning classifier, Peddle and Franklin 
[1993] were able to predict four early-summer frozen ground 
classes within a 100 km 2 study site in the Ruby Range, Yukon 
Territory, Canada, based on land cover, terrain aspect, and 
equivalent latitude. Both aspect and equivalent latitude were 
directly extracted from a digital elevation model (DEM) created 
from stereoscopic air photos. Land cover was classified from 
a July SPOT multispectral scene of the study area. The four 
frozen ground classes used in the study were as follows: class 
1:<25 cm; class 2:25-50 cm; class 3:>50 cm; and 4: an absent 
class. A classification accuracy of 79% obtained was based on 
evidence generated from the remotely sensed information listed 
above. A classification accuracy of 87% was later achieved with 
a neural network classifier [Peddle et al., 1994]. 

In another study, Leverington and Duguay [1996] evalu- 
ated three supervised classification schemes (maximum like- 
lihood, evidential reasoning, and a back-propagation neural 
network) for their predictive and mapping capabilities of 
depth to late-summer frozen ground (DTFG; a field-derived 
measurement that approximates the thickness of the active 
layer) in the widespread discontinuous permafrost zone of 
the boreal forest of central Yukon, Canada. Source imag- 
ery used in the classifications consisted of TM- and DEM- 
derived data known to be correlated with DTFG. Results 

of a two-class DTFG experiment indicated that all tested 
classifiers were suitable for generating two-class correlative 
DTFG data products in the Mayo region. The neural network 
classifier was found to be most successful, producing a 
two-class DTFG image with a 93% agreement rate between 
predicted and field-measured DTFG classes. Land cover and 
equivalent latitude were consistently found to be especially 
useful sources for use in the classifications. When three 

DTFG classes were used, agreement rates greatly decreased 
for all classifiers. The map showing the two classes (frozen 
and unfrozen) derived by using the neural network classifier 
with Landsat TM-derived land cover and equivalent latitude 
as input variables is shown in Figure 4. 

In a follow-up study, Leverington and Duguay [1997] 
showed that the correlative relations between surface cover 

and permafrost table developed at the study site of their 1996 
study could not be extended to a second study area located 
only 15 km away (only 60% agreement was obtained). 
Results from this study stressed that in situ reconnaissance 
of any study area of interest is mandatory in the correlative 
generation of any meaningful permafrost database. 

Also on the basis of their research, Leverington and Duguay 
[1996, 1997] concluded that the monitoring of near-surface 
permafrost using remote sensing must overcome a number of 
obstacles before it can be used for large-scale climate monitor- 
ing over high latitudes. For example, (1) the vertical resolution 
in estimates of depth to frozen ground is currently insufficient 
for detecting changes over time; (2) land-cover permafrost 
correlative relationships may change over time; and (3) there is 
a significant time lag between changes in climate and changes 
in surface cover and permafrost (this time lag may be on 
the order of decades). In equilibrium conditions, vegetation 
cover, like permafrost, is soil- and microclimate-dependent 
and may show correlation with permafrost presence/absence, 
with depth of the active layer, and with near-surface ground 
ice content. However, as argued by Granberg [1994], vegeta- 
tion depends not only on microclimate, soil, and ground ice 
conditions, but also on other factors such as history of forest 
fires. Therefore, the correlative relationships can have local 
rather than general validity. As seen above, combining remote 
sensing data with regional climate and topographic data can 
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Figure 4. Map showing two classes of depth to late-summer frozen ground (DTFG) predicted by using a neural network 
with land cover and equivalent latitude used as input variables (93%) agreement between predicted and field-measured 
DTFG classes. The map was derived based on the approach described in Leverington and Duguay [1996]. The mapped 
region, located in central Yukon Territory, is approximately 23 km across. 

aid in predicting permafrost presence/absence and to some 
extent depths of the active layer at a particular time during 
the summer season. 

McMichael et al. [1997] examined the feasibility of estimat- 
ing active layer depth (ALD) at multiple spatial scales (tower 
and toposequence) on the Alaskan North Slope, using the 
Normalized Difference Vegetation Index (NDVI). They used 
NDVI as a measure of the aboveground vegetation produc- 
tion since previous studies had shown that spatial variations 
in ALD are strongly related to vegetation production in the 
subarctic tundra. Using an Exotech hand-held radiometer, 
Landsat TM data, and ground measurements of ALD acquired 
during two summers (1994 and 1995) on the North Slope, they 
showed that (1) there was no relation between NDVI and ALD 
in areas with little variation in relief, and (2) NDVI accounted 
for approximately 40% of the variability in ALD in areas 
where topography strongly controlled the flow and distribu- 
tion of water. The authors concluded that local environmental 

factors (radiation, soil characteristics, and temperature) exert 
variable degrees of control over the spatial distribution of ALD 
at both the tower and toposequence scales and should therefore 
be considered in future studies. 

Although measurements of reflected solar radiation from 
satellite sensors (e.g., Landsat TM and SPOT HRV) have 
provided the main source of data for the permafrost stud- 
ies described above, at least one study has examined the 

potential of SAR imagery for mapping permafrost distribu- 
tion. Granberg [1994] related C-HH radar backscatter to 
the presence of snow abrasion damage to vegetation and 
suggested that this information could be indicative of the 
presence of permafrost near Schefferville, Qubbec, Canada. 
C-band radars are sensitive to the structure and dielectric 

properties of vegetation and can easily detect vegetated 
versus nonvegetated areas. Strong backscatter responses 
are characteristic of brush vegetation and trees [Granberg 
et al., 1994]. On the airborne C-band images, areas where 
snow abrasion strongly suppressed brush vegetation were 
clearly distinguishable by the absence of bright returns. 
Granberg [1994] suggested that these areas experience 
strong wintertime heat loss and therefore probably cor- 
respond to areas of permafrost. To test this hypothesis, 
permafrost zones identified from the SAR image were 
compared against a map of permafrost derived from air 
photos interpreted for topography, drainage, and vegeta- 
tion. On the SAR image, medium-gray speckle-free areas 
approximately coincided with those areas delimited by the 
0.4-m critical snow depth for permafrost development. 
Although the SAR-produced map suggested a somewhat 
smaller area of permafrost, Granberg [ 1994] concluded that 
radar returns, including those from RADARSAT, could be 
used to accurately map zones of wintertime heat loss and 
therefore the approximate distribution of permafrost. 



4. MAPPING AND MONITORING OF 

SEASONALLY FROZEN GROUND 

Freezing and thawing of the soil and vegetation are the 
most critical hydrological processes occurring in response 
to disturbances in the thermal regime of northern latitude 
terrestrial ecosystems. Whether or not moisture in the soil is 
frozen affects the rate of energy transfer to the atmosphere by 
limiting evapotranspiration and affects rainfall or snowmelt 
runoff potential by reducing the infiltration capacity of the 
soil [Engtand, 1990]. Global warming may significantly 
alter the duration of the freeze-thaw periods at high- and 
mid-latitude locations. A modification of the length of the 
frost-free period could have significant hydrological, eco- 
logical, engineering, and economical implications. Active 
and passive microwave instruments have been shown to be 
particularly useful for monitoring the freeze-thaw state of 
northern landscapes. 

4.1. Active Microwave 

Inasmuch as fleezing and thawing represent a state change 
in water, freezing (thawing) results in a large decrease 
(increase) in the dielectric constants of vegetation and 
soil under the canopy. Using a field-based scatterometer, 
l/Vegm•itter [1990] showed a 3-4-dB decrease in backscat- 
ter as freezing occurred in bare soil at a 4.6-GHz frequency 
(VV-polarization; 30 ø look angle). To microwave instru- 
ments, frozen soil is indistinguishable from dry soil, because 
its liquid water content is small. Measurements from air- 
borne SAR missions have also shown the sensitivity of i•adar 
backscatter to freeze-thaw events that occur within forest 

canopies. For example, decreases in the order of 4-6 dB 
have been observed with the freezing of spruce and poplar 
canopies at L-band in a study area near Fairbanks, Alaska 
[Way et at., 1990]. Results from these experiments have led 
to the interest of using spaceborne radar systems (SAR and 
scatterometry) for monitoring the frozen/thawed state of 
large areas covered by different types of natural vegetation 
[e.g. Rignot and Way, 1994; Way et at., 1994; Duguay et at., 
1999]. 

Rignot and Way [1994] presented an approach for moni- 
toring freeze-thaw cycles of terrestrial ecosystems by 
using ERS-1 C-band (5.3-GHz) SAR imagery. Using 3-day 
repeat-pass images (ERS-1 1991 commissioning phase) 
processed at 100-m pixel spacing, the authors were able to 
provide a regional picture (100 km x 1,400 km) of the frozen/ 
thawed state of the Alaskan landscape between August and 
November 1991. Plate 4 shows the temporal series of ERS- 
1 SAR mosaics along a north-south transect. The mosaics 
were processed with a simple freeze detection algorithm 
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that determines whether the vegetation and soil are frozen 
or thawed, based on a radar backscatter decrease of 3 dB 
relative to a known thawed state of the landscape (the August 
12 mosaic). Using data from meteorological stations along 
the north-south transect, Rignot and Way [1994] determined 
that the decrease in backscatter could be attributable to the 

large decrease in the dielectric constants of soil and vegeta- 
tion with freezing. They cautioned however, that radar back- 
scatter can increase in areas of standing water (wetlands, 
ponds, lakes) with freezing due to the formation of a rough 
ice-water or ice-soil interface. 

In another study, Duguay et at. [1999] used ERS-1 data to 
analyze annual variations in backscatter from subarctic tun- 
dra and forest in the northern Hudson Bay Lowland (HBL) 
near Churchill, Manitoba. Field observations on the physical, 
ecological, and meteorological conditions gathered were used 
in the interpretation of variations in backscatter from five 
sites representing typical terrain types found in the northern 
HBL (sedge fen, raised beach ridge, willow/birch shrubs, 
open forest, and lake). The authors determined that the 
largest variations in backscatter observed within individual 
terrain types were associated with freezing/thawing and 
surface wetness (soil moisture and the amount of standing 
water). The magnitude of changes in backscatter with freez- 
ing/thawing (2-9 dB) between sites was largely explained by 
the nature of the surfaces, which determines the importance 
of the scattering process (volume or surface). The decrease 
in backscatter with freezing (2.6 dB) over open forest sites 
observed in this study agreed well with the value of 3 dB 
reported by Rignot and Way [1994] for the high boreal for- 
est of Alaska, as well as more recent results by Lagac• 
et at. [2002], who used RADARSAT-1 (HH-polarization) 
images to map the progression of freezing in the taiga zone 
of Quebec, Canada. These authors reported a decrease of 2 
dB with freezing of forested areas. 

In recent years, scatterometers have also become an impor- 
tant source of data for monitoring the freeze-thaw state of 
northern landscapes. Unlike SAR sensors, scatterometers 
provide a much coarser spatial resolution (25-50 km) but 
have the distinct advantage of offering a much larger spatial 
coverage and higher temporal resolution. The more frequent 
temporal coverage and lower spatial sampling of spaceborne 
scatterometers make them particularly suitable for continen- 
tal- to global-scale applications. Some characteristics of scat- 
terometers aboard various satellite platforms are summarized 
in Figure 5. 

Using backscatter measurements from C-band (5.3-GHz) 
scatterometers aboard the ERS-1/2 satellites, Wismann [2000] 
developed a technique to retrieve the date of transition from 
the frozen to thawed state of the Siberian landscape. In areas 
covered with snow, the radar return first decreases with melt 
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Plate 4. North-south transects across Alaska acquired by ERS-1 SAR during its 1991 commissioning (3- 
day overpass) phase. Each transect covers an area of 100 x 1,400 km. From left to right are seven transects 
created from August 12 to November 16. The change from blue to red indicates freeze-up of the landscape 
(modified from Rignot and Way [1994]). 



DUGUAY ET AL. 10'7 

due to enhanced absorption of the microwaves in the wet snow 
cover. Once soil and vegetated areas become snow-free, back- 
scatter increases by several dB. The temporal change detection 
technique proposed by l/Vismann [2000] was applied to a time 
series of scatterometer data obtained for a period of 8 years 
(1992-1999) over Siberia. The sequence of images produced 
with this technique is shown in Plate 5. The time series allows 
one to visualize the spatial and interannual variability in the 
onset of thaw, which marks the start of snowmelt, and in the 
high latitude permafrost region also marks the beginning of 
thawing of the active layer. Such maps, showing the onset of 
thaw at a coarse resolution, are of utmost interest to climate 
and hydrologic modeling groups. 

Similar research has also taken place on the development 
of techniques to determine the frozen/thawed state of the 
landscape from shorter wavelength Ku-band (2.14 cm; 25-km 
spatial resolution) spaceborne NASA scatterometer (NSCAT) 
data. NSCAT, which flew onboard the Japanese Advanced 

Earth Observing System (ADEOS) (see Figure 5), provided 
9 months of high-quality data (August 16, 1996, to June 30, 
1997) until a failure in the ADEOS solar array forced the ter- 
mination of NSCAT operations [Kimball et al., 2001]. Running 
e! al. [1999] produced NSCAT mosaics to map the progres- 
sion of landscape thawing over Alaska during spring of 
1997. These mosaics are compared with interpolated surface 
temperature records in Plate 6. As described by Kimball e! 
al. [2001], the Ku-band is very sensitive to the presence of 
unfrozen water on the surface of the snow or ground. Thus, 
with spring thaw, radar backscatter measurements show pro- 
nounced decreases in backscatter relative to frozen state con- 

ditions (about 2-5 dB). More recently, Kimball e! al. [2004] 
used the same temporal change detection technique applied 
to daily NSCAT backscatter measurements to characterize 
the 1997 spring thaw transition period over a boreal forest 
study area in central Canada. They found that air tempera- 
ture transitions from frozen to nonfrozen conditions and 

SASS ESCAT NSCAT SeaWinds 

Frequency 14.6 GHz 5.3 GHz 14.0 GHz 13.4 GHz 

•rZ!teen•mU!thlo n s X ( % • 
Polarizations V-H, V-H V Only V, V-H, V V-Outer/H-Inner 

Beam resolution Fixed Doppler Range gate Variable Doppler Pencil-beam 

Modes Many SAR, wind Wind only Wind/hi-res 

Resolution 50/100 km 25/50 km 25/50 km 25 km/6 x 25 km 

Swath, km 

750 600 600 750 600 
1400,1800 

Incidence angles 0-70 ø 18-59 ø 17-60 ø 46 ø & 54 ø 

Daily coverage Variable <41% 78% 92% 

Dates SEASAT: ERS-I: 1992-96 ADEOS I: QuikSCAT: 06/99- 
06/78-10/78 ERS-2:1995- 08/98-06/97 

Figure 5. Characteristics of four spaceborne scatterometers flown on Seasat (SASS), ERS-1/2 (ESCAT), ADEOS 
(NSCAT), and QuikSCAT (SeaWinds or QSCAT) (from Long e! al. [2001]). 
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Plate 5. Comparison of maximum air temperature with freeze/thaw state maps derived from 2-day NASA 
Scatterometer (NSCAT) composite mosaics for 4 days in March and April 1997. The surface temperature 
maps were spatially interpolated with measurements from 72 meteorological stations in Alaska. The NSCAT 
images used a 4-dB shift in backscatter to define the freeze/thaw transition. The bottom four graphs show 
temporal series of the NSCAT backscatter at four locations along a north-south transect. Vegetation tem- 
perature measurements obtained in situ at four sites are compared with NSCAT backscatter extracted from 
50-km regions centered at each of the ground stations. The broken vertical lines mark the times initiating 
the 2-day NSCAT composites. Comparison of in situ data with normalized backscatter reveals that the scat- 
terometer observes a combination of vegetation and snow thaw as conditions in the Alaskan interior progress 
from a short warming trend, through a brief refreezing transition, to the final initiation of springtime thaw 
and progression to a snow-free state (from Running et al. [1999]). 
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Plate 6. Maps depicting the onset of thawing from ERS-1/2 scatterometer data (1992-1999) over Siberia. 
The maps were produced based on the technique described in Wismann [2000]. Source' http://www. ifars. 
de/thawing/thawing.htm. 
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surface observations of snow cover depletion were generally 
coincident with decreases in radar backscatter of more 2.9 

dB, regardless of the land cover type within the study area. 
These results further illustrate the potential of spaceborne 
radar-based measurements for monitoring the freeze-thaw 
state of vast areas of the Northern Hemisphere. 

4.2. Passive Microwave 

Some important advances have also been achieved in the 
mapping of the freeze-thaw state by using passive microwave 
imagery. Using data from the Nimbus 7 Scanning Multi-chan- 
nel Microwave Radiometer (SMMR; available from October 
1978 through August 1987), Zuerndorfer and England [1992] 
showed that two criteria-- the 10.7, 18, and 37-GHz spec- 
tral gradient (OTb/Ofin K GHz -1, where T b is the brightness 
temperature and f is frequency) and the 37-GHz brightness 
temperature--can be utilized to classify snow-free soils as 
either frozen or unfrozen. Judge et al. [1997] explain that the 
SMMR spectral gradient of frozen soils is negative because 
heterogeneities in the frozen soil scatter microwave radiation 
more severely at 37 GHz than at 10.7 GHz. However, for soils 
that contain liquid water, the SMMR spectral gradient is posi- 
tive because the Debye process has a greater darkening effect 
at 10.7 GHz than 37 GHz. The 37-GHz brightness temperature 
is used because it is more strongly correlated with ground 
surface and air temperatures than are the 10.7- and 18-GHz 
frequencies [Zhang and Armstrong, 2001]. 

The freeze indicator method developed by Zuerndorfer 
and England [1992] was used to classify frozen surfaces in 
the northern Great Plains of the contiguous United States 
with good results. Cao and Chang [1999], using SMMR 
data, applied a similar algorithm with a special gradient of 
-0.17 K GHz -1 between 37 and 18 GHz and a cutoff bright- 
ness temperature T b (37) = 222.5 K to detect the near-surface 
soil freeze-thaw status for the spring and autumn of 1983 
on the Qinghai-Xizang (Tibetan) Plateau. The accuracy of 
Cao and Chang's results compared with ground-based soil 
temperature measurements was about 70%. Toll et al. [1999] 
used the horizontal polarized brightness temperatures at 37 
and 18 GHz of the SMMR data to assess seasonally frozen 
soils between spring 1985 and fall 1987 for the north-central 
United States and southern Canada. They applied a nega- 
tive spectral gradient between 37 and 18 GHz and a cutoff 
brightness temperature of Tb(37H ) = 257.5 K. The overall 
accuracy is 85.9% as compared with 5-cm soil temperature 
data at both 0800 CST and 1600 CST from 14 Canadian field 

stations [Toll et al., 1999]. 
Special Sensor Microwave Imager (SSM/I) data collected 

on a series of Defense Meteorological Satellites since July 
1987 are available. SSM/I data are acquired at frequencies 

19.35, 22.235, 37, and 85.5 GHz; dual polarizations are used 
at all frequencies except the 22.235-GHz, horizontal polar- 
ization, water vapor channel. Although the SSM/I frequen- 
cies are well above the Debye relaxation frequency of liquid 
water, Judge et al. [1997] showed that frozen soils could be 
discriminated from unfrozen soils in the northern Great 

Plains of the United States by using a combination of the 37- 
GHz V-polarization brightness temperature and 19-37-GHz 
V-polarization spectral gradient. The vertically polarized 
brightness temperature at 19 and 37 GHz is expressed as 
Tb(19V ) and Tb(37V), respectively. The V-polarization was 
favored over the H-polarization because it is less sensitive 
to variations in soil moisture content at the SSM/I incidence 

angle of 53 ø , thus providing superior discrimination between 
frozen and unfrozen soils. Therefore, two decision criteria 
must be met to classify soils as frozen [Judge et al., 1997]: 
(1) Tb(37V ) < 247 K, and (2) a negative spectral gradient 
between Tb(19V ) and Tb(37V ). 

Chang and Cao [1996] conducted an analysis by averag- 
ing the vertical and horizontal components of the SSM/I 
brightness temperature to discriminate the seasonal freeze- 
thaw boundary on the Qinghai-Xizang (Tibetan) Plateau, as 
Zuerndorfer and England (1992) did using SMMR data in 
the northern United States. They used a negative spectral 
gradient between Tb(37 ) and Tb(19.35 ) with a cutoff Tb(37 ) 
= 231 K for the morning overpass and Tb(37 ) = 238 K for 
the afternoon overpass, respectively. The overall accuracy 
was about 85% when compared with the 5-cm soil tempera- 
tures. 

Zhang and Armstrong [2001] proposed a variation to the 
approach developed by Zuerndorfer and England (1992). By 
examining the relation between soil temperature measure- 
ments taken at 5-cm depth from more than 20 sites (winter 
1997/1998) throughout the contiguous United States and 
Tb(37V ), they found that a cutoff brightness temperature of 
258.2 K should be used instead of 247 K. Also, the authors 
suggest using the snow algorithm of Goodison [1989], writ- 
ten as GW = -2.74 [Tb(37V ) -Tb(19V)] -20.7, to discriminate 
between snow-free frozen and snow-covered soils, where GW 
> 0 indicates that snow is present on the ground. The applica- 
tion of the two new criteria allowed Zhang and Armstrong 
[2001] to estimate the variation in the duration of soil freez- 
ing from 5 to 7 months over most of the study area shown 
in Plate 7. 

Other authors, such as Lagacb et al. [2002], have proposed 
further modifications to the algorithm of Judge et al. [1997] 
to detect the onset of freezing of the landscape. In the Lagacb 
et al. [2002] approach, the spectral gradient is adjusted to 
take into account the presence of lakes (and other water res- 
ervoirs), which can occupy a significant fraction of SSM/I 
pixels in lake-rich areas of the Northern Hemisphere. The 
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Plate 7. Advance and retreat of the area extent of near-surface freezing soils and seasonal snow cover, detected 
by using the NSIDC Frozen Soil Algorithm, during the winter of 1998-1999 in the contiguous United States 
(from Zhang et al. [2003b]). 
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percentage of water bodies occupying each SSM/I pixel is 
first determined based on a land cover map produced from 
NOAA AVHRR at the 1-km spatial resolution. The spectral- 
gradient equation is then weighted to correct for the effect 
of water bodies on the SSM/I brightness temperatures at 
both the 19- and 37-GHz frequencies. Also noteworthy is 
the cutoff brightness temperature of 274 K used by Lagac• 
et at. [2002], which is 27 K and 25.8 K higher than the val- 
ues of 247 K and 258.2 K suggested by Judge et at. [1997] 
and Zhang andArmstrong [2001], respectively. Lagac• et at. 
[2002], however, do not provide a clear explanation as to the 
reason for choosing the new cutoff value. Maps resulting 
from the application of this method to a large area in the 
taiga zone of the province of Qu6bec, Canada, are presented 
in Plate 8. The series of maps depicts the seasonal progres- 
sion of landscape freezing in fall 1996, beginning in the 
northeast, followed by the western region near James Bay/ 
Hudson Bay, and then in the central and southern regions of 
the territory. 

The freeze indicator originally developed by Zuerndorfer 
and Engtand [1992], and revised by others [Chang and 
Cao, 1996; Judge et at., 1997; Tort et at., 1999; Zhang and 
Armstrong, 2001; and Lagac• et at., 2002], applies only to 
snow-free land surfaces. However, knowing the freeze-thaw 
status of the soil under the seasonal snow cover is particu- 
larly important for studies on soil moisture, spring surface 
runoff, and potential flood forecasting. Zhang et at. [2003b] 
developed a combined algorithm, namely, the National Snow 
and Ice Data Center Frozen Soil Algorithm (NSIDC FSA), 
which detects the freeze-thaw status of near-surface soil over 

both snow-free and snow-covered land areas. The NSIDC 

FSA consists of two parts: (1) Over snow-free land areas, a 
passive microwave satellite remote sensing algorithm is used 
to detect the near-surface soil freeze-thaw status; and (2) 
over snow-covered land areas, a one-dimensional numeri- 
cal heat transfer model with phase change is used to detect 
the freeze-thaw status of the soil under snow cover. Using 
soil temperature data measured from 26 stations across the 
contiguous United States for the period July 1, 1998, through 
June 30, 1999, the NSIDC FSA provides an accuracy of about 
76% for frozen soil detection and the correct classification 

of both frozen and unfrozen soils of approximately 83%, 
with a percentage error of about 17%. Using the validated 
NSIDC FSA, Zhang et al. [2003b] further investigated the 
timing, duration, number of days, and daily areal extent of 
the near-surface frozen soils from July 1, 1997, through June 
30, 1999, over the contiguous United States. They found 
that the maximum areal extent of frozen ground during the 
winter of 1997-1998 was about 4.4 x 10 6 km 2 or 63% of the 

total area of the contiguous United States, whereas during 
the winter of 1998-1999, the maximum areal extent was 

about 5.2 x 10 6 km 2 or 74%. The duration of seasonally 
frozen ground ranges from less than 1 month in the south to 
longer than 8 months in the Rocky Mountains. The actual 
number of days of soil freezing varies from a few weeks to 
more than several months. The number of the near-surface 

soil freeze-thaw cycles varied from 1 to more than 11 times 
during the winters of 1997-1998 and 1998-1999, while the 
average length of frozen period varied from fewer than 20 
days to more than 120 days. 

More recently, Smith et at. [2004] presented for the first time 
the application of a freeze/thaw detection algorithm to a long 
time series of passive microwave data covering the regions 
north of 45øN. The authors used 6-day daily means of SMMR 
and SSM/I data in the NSIDC-EASE (Equal Areal Scalable 
Earth) Grid format (25 km x 25 km pixels) available from the 
NSIDC for the entire period of analysis between 1978 and 
2002. The detailed analysis, however, focused on the 1988- 
2002 SSM/I period. Briefly, the algorithm involves a two 
step process of fitting a line by ordinary least squares to 

the plateau of a spline-fitted spectral gradient curve (Tb(37)- 
Tb(18/19) ). The reader is invited to consult the original paper 
for further details on the elaboration and validation of the 

algorithm. For global analysis (i.e., north of 45øN), Smith 
et at. [2004] compute freeze/thaw dates for each of four 
time series (horizontally or vertically polarized and ascend- 
ing or descending orbits) from EASE-Grid data previously 
aggregated to 1 ø x 1 ø grid cells, giving four independent 
estimates of freeze and thaw dates which are then averaged 
to provide a single date for each grid cell. An analysis of the 
spatial patterns and trends in freeze-thaw dates reveals, as 
examples, a trend toward earlier spring thaw in Eurasian 
larch and tundra biomes, and a trend toward later fall freeze 
in evergreen conifer forests of North America over the period 
1988-2002. 

McGuire et at. [2004] and McDonatd et at. [2004] employ 
a step-edge detection scheme to identify the predominant 
springtime thaw transition event on an annual basis using 
SSM/I data from 1988 through 2001 over the pan-Arctic basin 
and Alaska. The technique is based on the application of an 
optical edge detector for determining edge transitions in noisy 
signals [Canny, 1986]. Unlike the freeze-thaw algorithm by 
Smith et at. [2004], which ignores snow cover and cannot 
detect the repeated freeze-thaw cycles, the freeze-thaw algo- 
rithm by McGuire et at. [2004] and McDonald et at. [2004] 
accounts for the occurrence of frequently repeated freeze/ 
thaw events in spring. Based on this freeze-thaw algorithm, 
McDonald et at. [2004] found that the timing of seasonal 
thawing and subsequent initiation of the growing season in 
early spring has advanced by approximately 8 days from 1988 
to 2001 for the pan-Arctic basin and Alaska. However, using 
the ground-based measurements, Stone et at. [2002] found that 
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Plate 8. Maps showing the progression of soil freezing in the taiga region of the province of Quebec, Canada, 
during fall 1996. The maps were produced based on the weighted brightness temperature gradient algorithm 
of Lagac• e! al. [2002] from SSM/I data (negative values in the legend correspond to frozen soils). Images 
courtesy of M. BernJer. 
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snowmelt date in northern Alaska has advanced by about 8 
days from the mid-1960s to 2000. The freeze-thaw algorithm 
developed by McGuire et al. [2004] and McDonald et al. 
[2004] needs further validation and calibration from ground- 
based measurements and other available data. 

5. CONCLUSIONS AND OUTLOOK 

Success in the development of remote-sensing techniques for 
use in mapping near-surface permafrost conditions has been 
limited relative to the success in mapping of other cryospheric 
variables of interest. Nevertheless, some advances have been 
made in satellite-based mapping techniques, including the 
use of correlative relationships between surface parameters 
and permafrost conditions to generate digital databases of 
near-surface permafrost conditions using such databases as 
SPOT and TM images, as well as digital topography. Recent 
improvements in the spectral and spatial resolution of optical 
imagers (e.g., the Hyperion and IKONOS sensors), as well as 
SAR sensors (e.g., the RADARSAT series) and topographic 
databases (e.g., the databases of the Shuttle Radar Topography 
Mission) provide a strengthened foundation from which sub- 
stantial improvements in permafrost mapping may now be 
made. The surface expression of permafrost conditions and 
processes (e.g., polygonal networks of frost wedges) can be 
most easily detected in high-resolution images, which are now 
available at relatively low cost. The surface parameters that are 
correlated with permafrost conditions (e.g., vegetation cover) 
can be most accurately generated by using data with both a 
high spatial and spectral resolution: data that are increasingly 
available as advanced sensors are placed in orbit. 

The permafrost- and frozen-ground-related databases gen- 
erated with remote sensing techniques demonstrate consider- 
able potential for use as tools in regional-scale permafrost 
research, environmental management, and hydrological mod- 
eling. With nearly 25% of the continents underlain by per- 
mafrost, extensive ground surveys of permafrost conditions 
are precluded due to expense, logistical difficulties, short 
field seasons, and time constraints. On the other hand, many 
numerical heat-transfer models have been used to understand 

the detailed physics of the permafrost-climate relationship. 
With a few exceptions, however, because of the extremely 
limited databases characterizing the microclimates of a broad 
range of vegetation and terrain conditions, these models are 
impractical beyond the site scale. In contrast, satellite remote 
sensing techniques provide the means to generate both local 
and regional permafrost-related databases. In combination 
with direct in situ measurements, these techniques may have 
the potential to more effectively identify evidence of climate 
change by identifying regional changes in permafrost condi- 
tions over extended time periods of decades or centuries. 

The constellation of recently launched and planned satel- 
lites is expected to produce important developments in the 
permafrost applications of remote sensing techniques over 
the next decade, many more than have been realized in the 
past 30 years. In particular, significant future advancements 
are foreseen on at least four fronts: (1) mapping/monitor- 
ing of the evolution of permafrost-related features by using 
archived imagery or aerial photographs and more recent 
high-resolution satellite imagery (e.g., IKONOS, QuickBird, 
and declassified images generated by the CORONA spy satel- 
lite); (2) increased use and development of new land-surface 
"skin" temperature data products from thermal infrared and 
passive microwave satellite sensors [e.g., Prigent et al., 2003; 
Hachem et al., 2004] to examine the impact of climate vari- 
ability and change on permafrost terrain; (3) increased use 
and development of new land-surface freeze-thaw products 
from both active and passive microwave satellite sensors 
[e.g., Zhang et al., 2003b, 2004; Entekhabi et al., 2004] to 
examine variability and trends in the onset of freezing and 
thawing in relation to climate; and (4) integration of the 
land surface products derived from satellite remote sensing 
data (e.g., land surface temperature, vegetation cover, snow 
cover, etc.) in spatially distributed permafrost models [e.g., 
Hinzman et al., 1998; Etzelmiiller et al., 2001; Gruber and 
Hoelzle, 2001; Henry and Smith, 2001; Shiklomanov and 
Nelson, 2002; Oelke et al., 2003; Sazonova and Romanovsky, 
2003; Oelke and Zhang, 2004]. Finally, it is anticipated that 
further developments will also be made in the application of 
D-InSAR to monitor the deformation of landscape features 
associated with the presence of permafrost. 
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